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Figure 1: GuidedStats helps users perform statistical analyses with guided workflows. (A) A user selects to run the linear regression
workflow. (B) GuidedStats guides the user through the nine steps of this workflow. Each step either solicits user input or helps
users verify assumptions with visualizations and tests of the data. (C) GuidedStats provides explanations for the current step in
the workflow. The user is currently on an assumption checking step; the explanation shows more information about the statistical
concepts in the current step.

ABSTRACT

Statistical practices such as building regression models or running
hypothesis tests rely on following rigorous procedures of steps and
verifying assumptions on data to produce valid results. However,
common statistical tools do not verify users’ decision choices and
provide low-level statistical functions without instructions on the
whole analysis practice. Users can easily misuse analysis meth-
ods, potentially decreasing the validity of results. To address this
problem, we introduce GuidedStats, an interactive interface within
computational notebooks that encapsulates guidance, models, vi-
sualization, and exportable results into interactive workflows. It
breaks down typical analysis processes, such as linear regression
and two-sample T-tests, into interactive steps supplemented with
automatic visualizations and explanations for step-wise evaluation.
Users can iterate on input choices to refine their models, while rec-
ommended actions and exports allow the user to continue their anal-
ysis in code. Case studies show how GuidedStats offers valuable
instructions for conducting fluid statistical analyses while finding
possible assumption violations in the underlying data, supporting
flexible and accurate statistical analyses.

Index Terms: Data science tools, computational notebooks, ana-
lytical guidance
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1 INTRODUCTION

Statistical analysis is widely used to guide decision making and
make sense of experimental results. However, producing valid
statistical estimates requires following particular statistical proce-
dures with specific data assumptions [2, 23]. In practice, even ba-
sic analysis methods like null hypothesis testing or linear regres-
sion models are misused, leading to potentially incorrect analysis
results [7, 12, 24, 25].

One of the ways statistical methods are misused is when assump-
tions are not properly verified [24]. All statistical models rely on as-
sumptions about the input variables. If these assumptions are heav-
ily violated, the statistical estimates may be biased and inconsistent,
potentially leading to incorrect inferences and misguided decision
making [7, 18]. For example, during a two-sample T-test, analysts
may neglect to check if the variances of the two samples are equal.
The t statistic is calculated differently depending on whether vari-
ances are equal or not, and an incorrect t statistic might lead to a
false rejection of the null hypothesis.

Correctly using statistical methods is difficult in part because the
resources for how to do the analysis are separate from where the
analysis takes place. Numerous textbooks and frameworks exist
describing the assumptions that must be met when using statistical
tools like hypothesis tests or linear regressions [9, 13]. However,
many analysts perform their analyses in coding environments like
computational notebooks, where they can manipulate, visualize,
and run statistics on their data using various packages. These code-
based analysis environments are preferred over GUI-based tools
since programming affords more flexibility in the analysis [20, 22].
Despite their flexibility, these statistical analysis packages can be
easily misused as they offer little assistance in ensuring correct ma-



nipulations. Providing guidance can bridge the knowledge gap nec-
essary for users to make analysis progress and thus perform correct
statistical practices [4, 5].

In this paper, we introduce GuidedStats, an interactive system
within computational notebooks to guide analysts through statisti-
cal workflows. GuidedStats contains different workflows for com-
mon statistical procedures that walk a user through steps to specify
inputs for their analysis and check necessary assumptions. Guid-
edStats offers guidance in two primary ways: by walking a user
through the proper steps in a workflow and explaining how to inter-
pret each step. Step explanations include the step’s objective, sta-
tistical concepts, and how to interpret the results. After checking
assumptions, GuidedStats offers suggestions based on the results.
Each suggestion includes actions that can populate later inputs or
export code to transform the data to meet the assumptions.

As a Jupyter Notebook Widget, GuidedStats allows fluid ex-
changes between the user interface and the coding environment.
GuidedStats takes in a dataset for analysis; once the statistical
workflow is complete, users can export the results back to code.
During the analysis, users can explore or change the dataset used
by GuidedStats with code.

We present two use cases where GuidedStats helps users find as-
sumption violations and possible actions for the assumption check-
ing results on linear regression and two sample T-test workflows.
Our code is open source and available for use1.

In summary, our paper makes the following contributions.
1. A framework for guided statistical analysis with automatic

assumption checking and explanations. Assumption checks
help users ensure their analysis meets expected assumptions,
while explanations help users understand the concepts and in-
terpret the results at each step. Assumption violations can be
corrected through recommended actions on the data.

2. GuidedStats, a computational notebook extension that incor-
porates these guidance elements into an interactive system for
guided statistical workflows and supports hand-off between
the interface and code.

2 RELATED WORK

Commonly used statistical analysis tools such as SPSS, SAS, Stata,
and R, provide UIs for statistical analysis, but they often lack suf-
ficient explanations and documentation for users to effectively per-
form and understand statistical procedures [11]. This lack of sup-
port limits analysts in understanding the underlying concepts be-
hind the methods they use [27]. Furthermore, these tools may not
verify the assumptions of the statistical models the analysts choose,
which leads to unreliable statistical estimates.

Researchers have developed statistical tools that offer step-by-
step guidance and verify assumptions during analysis. StatHand
is a web-based application designed to help students identify ap-
propriate statistical tests and provide guidance on using statistical
tools and explaining statistical concepts [3]. However, StatHand
can not perform statistical analysis within its interface or offer guid-
ance on decisions made during the analysis. Statsplorer allows
users to perform statistical tests within its web-based application,
explaining statistical concepts and verifying necessary test assump-
tions [26]. While these tools can explain statistical concepts and
interpret model results, they do not guide decision-making during
analyses, such as managing assumption checking results. In con-
trast, GuidedStats provides guidance specific to the current dataset
and recommends actionable steps for handling assumption viola-
tions.

Tea and Tisane offer high-level declarative languages for author-
ing statistical analyses [14, 15]. They help users specify hypothe-
ses, study designs, and variable relationships, automatically verify-
ing assumptions and inferring valid models. While Tisane provides

1https://github.com/cmudig/GuidedStats

suggestions for assumption violations, it focuses on explaining con-
cepts in assumptions, requiring manual implementation and risking
misuse. In contrast, GuidedStats guides the entire statistical anal-
ysis process by explaining each step’s objectives and suggesting
actions based on assumption verification results. GuidedStats also
supports iterative model development, allowing users to revise de-
cisions, tightening the feedback loop of model refinement.

Current interactive statistical tools exist apart from where many
analyses actually take place: computational notebooks. Computa-
tional notebooks integrate text, code, and visualization into a sin-
gle document, supporting flexible and iterative analyses [20, 22].
Prior systems extend computational notebooks to better support re-
visiting history in analysis and data profiling [6, 17, 28]. Likewise,
GuidedStats is a computational notebook extension to support eas-
ily jumping between GUI and code. A user provides an initial
dataset to GuidedStats, which can be later updated if the data needs
transformation after an assumption violation is discovered. At the
end of an analysis, the results can be exported back to code.

3 GuidedStats: STEP-BY-STEP STATISTICAL WORKFLOWS

GuidedStats is a computational notebook extension that has statis-
tical workflows comprised of steps and explanations.

3.1 Statistical workflows

To start using GuidedStats, a user selects which statistical workflow
they want to use. Each workflow represents a statistical analysis and
guides users through the steps in the workflow. GuidedStats cur-
rently contains two workflows: Linear Regression and T-Tests, but
can be extended in the future to other statistical workflows. Work-
flow steps are tasks such as choosing input variables and checking
model assumptions. Other statistical methods can be formulated
as workflows in GuidedStats by specifying the necessary steps to
gather inputs and assumptions.

Workflows also support the iterative refinement of decision
choices. Every time a previous step is edited, the following steps
are rerun with the new parameters, enabling quick iteration when
testing different decision choices. Additionally, a workflow man-
ages imports and exports for the analysis. As input, the workflow
ingests the initial dataset. Once the analysis is complete, a user can
export the created model and the report of the results. During the
analysis, workflows can export code for each ongoing step and the
dataset. If a dataset is transformed in the notebook, it can be re-
imported back to the workflow, which will re-run the analysis up to
the current step.

3.2 Steps in a workflow

In GuidedStats, workflows are comprised of individual steps. Each
step represents a sub-task in the analysis. For instance, as shown in
Figure 1, the linear regression workflow includes steps for identi-
fying independent variables (Step 4) and verifying the assumption
of outliers (Step 3 and 6). The steps, assumptions, and visualiza-
tions in the current GuidedStats workflows are adapted from statis-
tics textbooks [2, 10, 23] and further refined using examples from
online analysis packages like scikit-learn [19] or Vega-Lite [1].

There are three kinds of workflow steps in GuidedStats: User
Inputs Steps, Result Presentation Steps, and Assumption Checking
Steps (Table 1). User Input Steps enable users to set parameters in
the analysis, such as selecting independent variables. Result Pre-
sentation Steps are always the last step in an analysis and present
the results of a workflow. Assumption Checking Steps verify the as-
sumptions of a workflow. For example, the linear regression work-
flow includes checks for outliers and multicollinearity.

Assumption Checking Steps are important for ensuring valid sta-
tistical models and informing user actions. For instance, if the data
fails the normality assumption in a two-sample T-test, users might
transform the data or choose a non-parametric test instead. As-
sumption Checking Steps remind users of important assumptions,
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Step Type Purpose Explanation Components
User Input Step Require user inputs from the

interface to specify their deci-
sions

1. Objective: purpose of the step
2. Statistical Concepts & Interpretation: explanations of important statistical

concepts used in the step

Result Presen-
tation Step

Presents the outcomes of the
statistical analysis

1. Objective: purpose of the step
2. Statistical Concepts & Interpretation: interpretation of the modeling results

Assumption
Checking Step

Verify the assumptions of
models to ensure the validity
of statistical estimates

1. Objective: purpose of the step
2. Statistical Concepts & Interpretation: interpretation of the results of tests used

to verify the assumptions
3. Suggested Actions: possible actions if the assumption is violated

Table 1: The types, purpose, and explanation components of steps. See § 3.3 for the example of each.

which they can choose to ignore depending on the analysis context.
For example, with a large sample size, the robustness of the T-test
allows users to overlook non-normal distributions of two groups.
Violations in Assumption Checking Steps are accompanied by Sug-
gested Actions that users can take to potentially fix the violation.

3.3 Step Explanations

Explanations are offered for each step in GuidedStats and have
three potential components: the objective of the step, the statistical
concepts & interpretation, and suggested actions. Table 1 details
the components of the explanation for each type of step.

All steps have an objective explanation and a statistical concept
explanation. The objective of the step clarifies why the step is in-
cluded in the workflow and its importance to the overall statistical
analysis. For instance, the step for stating the hypothesis in the two
sample T-test has the objective “Formulate the null and alternative
hypotheses for the T-test and define the Type I Error (alpha)”.

The statistical concepts and interpretation help users interpret the
results in each step. This type of explanation is included in each
step but is particularly important for the result presentation step.
For example, in the result presentation for a linear regression, the
explanation shows how to interpret the effect of the coefficients and
the metrics for measuring the fitness of model, such as R2.

Suggested actions are provided only for Assumption Checking
Steps. Like the steps themselves, these actions are derived from
standard statistical textbooks [2, 10, 23]. Actions take two forms:
setting up the inputs for parameters in future steps or generating
code to fix an assumption violation inspired by prior approaches
for exportable analysis snippets [6]. For example, when checking
the linear regression assumption of multicollinearity, a suggestion
is presented as ”consider other combinations of variables that are
less correlated”. Clicking on that action will produce a code cell to
drop the variables with the highest correlation.

4 USE CASES

In this section, we describe two example statistical analyses using
GuidedStats with real-world datasets: a multivariate linear regres-
sion and a two-sample T-test. In these examples, the analysts are
novices in statistics but aim to perform reliable statistical analy-
ses for their reports. These analyses illustrate how they can benefit
from the design and guidance of GuidedStats during the analyses.

4.1 Linear Regression

In our first use case, we discuss an analyst who wants to understand
how housing characteristics such as housing age and neighborhood
income affect house value. For their analysis, they use the Califor-
nia Housing Prices Dataset, which contains 20,640 observations of
the median house value for different blocks of houses in Califor-
nia [16]. They want to use a linear regression model to help them
estimate the impact of different features on the median house value,
so turn to GuidedStats to create the model.

First, the analyst imports the dataset and selects the Linear Re-
gression Workflow. The workflow contains 9 steps, including 3
assumption checking steps to check the core assumptions of linear

Figure 2: GuidedStats supports an interactive loop of assumption
checking, editing the data, then re-verifying assumptions.

regression: no large outliers in the independent variables or depen-
dent variables, and no perfect multicollinearity [23]. After load-
ing the data, the second step is variable selection, where the ana-
lyst selects median house value as the dependent variable from
the displayed list of columns. GuidedStats then moves to Step 3
to help the analyst verify the first assumption: that no large out-
liers exist in the target variable. This step plots the distribution
of median house value and indicates that 1,071 outlier points
lie outside the interquartile range (a common method for check-
ing outliers). The explanation block of this step suggests actions
to deal with these outliers, such as removing the outliers or apply-
ing data transformation to the column, like a log transform. The
analyst follows the suggestion to investigate the column first and
clicks the action button of this suggestion. GuidedStats exports
code for descriptive analysis on median house value to a new cell
below. The output reveals that the most frequent value is 500,001,
where median house value was manually clipped. The analyst
then removes rows with median house value = 500,001, and
re-imports the transformed dataset to GuidedStats (Figure 2).

Next, in Step 4 (Variable Selection Step), the analyst se-
lects median income, total rooms, total bedrooms,
housing median age as independent variables to see how
they impact the median housing price. In the next step, Guided-
Stats once again helps the analyst check the assumption that no
large outliers exist in the independent variables either. Inspecting
the output from this step shows that some selected variables,
total rooms and total bedrooms, have a large amount of
outliers and thus might jeopardize the validity of the regression
model if used. After reviewing the dataset description, the analyst
decides to create more meaningful variables avg rooms and
avg bedrooms as the average of the rooms and bedrooms for all
houses in the block and use these as independent variables.

After ensuring no large outliers, GuidedStats moves to another
assumption checking step to check for multicollinearity by calcu-
lating Variance Inflation Factor (VIF) of each independent variable.
This metric measures the correlation among the independent vari-
ables and its effect on accuracy. GuidedStats shows that avg rooms
and avg bedrooms have high VIFs (38.14 and 30.57), indicating



Figure 3: For assumption checking steps, like the homogeneity of
variance in the T-test workflow, GuidedStats recommends potential
actions based on the results of assumption checks. In this example,
the check suggests the variances are equal and the user can select
the action to pre-set this parameter to True in the later model speci-
fication step.

significant multicollinearity, though they may still be valid depend-
ing on the context (Figure 1).

The analyst notes this issue and proceeds to the next two user
input steps: data splitting and model hyperparameter selection. In
the model specification step, they choose a simple linear regres-
sion. In the final model evaluation step, GuidedStats displays the
coefficients and goodness-of-fit measures, such as R2. The R2

value, at 49.4%, indicates that approximately half of the variance in
median house value is explained by selected independent vari-
ables. The positive coefficient for avg bedrooms suggests that the
median house price increases as the average number of bedrooms
increases. Conversely, a negative coefficient for avg rooms indi-
cates as the average number of rooms increases, the median house
price decreases. This somewhat contradictory result is likely due
to the multicollinearity observed earlier, which may undermine the
model’s interpretive power - a major concern. This highlights the
need for further refinement of the model.

The analyst continues iterating on different combinations of
independent variables in Step 4 (Variable Selection Step) while
keeping other decision choices unchanged. They finalize a
model with independent variables median income, avg rooms,
housing median age and households. The model produced
with these features has a slightly lower R2 (0.47 compared to 0.49)
than before. However, the analyst would rather use this newer
model since there is no multicollinearity between the features.

4.2 Two Sample T-Test

In our second use case, we describe an analysis of car data to test if
miles per gallon (mpg) of cars differs between regions. This anal-
ysis uses the cars dataset, which contains 398 observations with 8
attributes about cars [21]. Our analyst tests the null hypothesis that
the cars have no difference in mpg between the US and Europe.

The analyst first imports the dataset into GuidedStats and selects
the two sample T-test workflow. This workflow has 9 steps, with 4
of them to check the 3 core assumptions of a T-test. The workflow
begins by asking the analyst for the variable where they select mpg.
Next, GuidedStats guides the analyst to check the first assumption
of a T-test: lack of outliers. Here, GuidedStats displays the same
distribution overview used in the prior use case, showing only 1
outlier in mpg. Finding this acceptable, the analyst moves on to the
next step, which is to select the two groups to compare in the T-test.
They first select the column origin, then the values for US and
Europe as the groups to compare.

GuidedStats continues to the next step to check the next as-
sumption for T-Tests: the homogeneity of variance between groups.
Since the analyst is new to T-Tests, they are unsure what this as-

sumption is checking and turn to the explanation block to learn
more. GuidedStats explains that homogeneity of variance assesses
whether the comparing groups have similar variances and can be
evaluated using Levene’s test [8] (Figure 3 top). GuidedStats plots
the distributions of the two groups along with Levene’s test result.
The p-value of Levene’s test is 0.90 and doesn’t support rejecting
that variances are equal. As suggested, the analyst clicks on its ac-
tion button to pre-select the parameter for ”equal variance” of the
T-test as True in the later model specification step (Figure 3 bot-
tom).

In Steps 6 and 7 (Assumption Checking Steps), GuidedStats
helps the analyst check the final assumption of T-test on whether
the two groups are normally distributed. The analyst initially ob-
serves that the distributions of the two groups are right-skewed in
the density plot and is concerned that this assumption may be vio-
lated. However, GuidedStats includes a suggestion: “If the sample
size is large enough (greater than 30 as a rule of thumb), the T-test
is robust to violations of normality”. When the analyst clicks on the
action button for this suggestion, GuidedStats shows them a notice
stating that the sizes of two groups are both sufficiently large to be
treated as normal. Therefore, the analyst bypasses the assumption
and proceeds to Step 8 (Model Step). Here they select “two-sided”
as the alternative hypothesis and retain the pre-selected “equal vari-
ance” parameter set to True from the earlier action. In the last step
for evaluation, GuidedStats plots the mean difference of two groups
and shows a t-statistic of -8.9147 with p-value close to zero. Con-
sequently, the analyst rejects the null hypothesis and concludes that
there is no difference in mpg between cars from the US and Europe.

In these analyses, GuidedStats helps the analysts identify and
deal with outliers and multicollinearity in the linear regression
model and verifies the assumptions of equal variance and normality
in the two-sample T-test. The interpretation and suggested actions,
such as interpreting high VIF scores and presetting the ”equal vari-
ance” parameter, would have been difficult and time-consuming to
manage without the support of GuidedStats.

5 DISCUSSION AND FUTURE WORK

In statistical analysis, verifying assumptions is important to ensure
the validity and reliability of results. GuidedStats provides a frame-
work incorporating assumption verification with actionable expla-
nations in the analysis workflow. It ensures that the assumptions of
statistical models are well-supported by test results, visualizations,
and explanations with suggested actions.

However, some assumptions can not be tested numerically as
they extend beyond the dataset itself. For example, linear regres-
sion assumes variables are independently and identically distributed
(i.i.d.) [23]. To verify this, users must know the data collection pro-
cess prior to their analyses. While GuidedStats could suggest exam-
ining the randomness of data collection or export exploratory data
analysis code, these suggestions are not actionable from the system
as they are not derived from the dataset or research design. Adding
such steps could increase the ambiguity of statistical analyses and
introduce new statistical concepts without clear interpretation or
actionable guidance. GuidedStats focuses on the ”must-have” as-
sumptions for each workflow. Other assumptions that are not nu-
merically testable or “optional” for statistical validity (such as the
normality of error terms for statistical derivation) are not incorpo-
rated. Future work might explore how to also incorporate these
other less-strict versions of assumptions.

As a computational notebook extension, GuidedStats facilitates
transitioning between code-based analysis and a user interface. Fu-
ture work could enhance the pairing of code-based and GUI-based
analysis such as monitoring users’ code and alerting them to poten-
tial statistical issues. Additionally, other interfaces such as natural
language chat-based tools could allow users to ask questions about
their workflow or data, further augmenting statistical programming.
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